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Abstract

The effects of pulse imperfections and RF inhomogeneity on NMR spectra obtained with phase-modulated multiple-pulse NMR

sequences are analyzed. The emphasis is on the combined effects of frequency offset, RF inhomogeneity, and pulse phase transients.

To enable a theoretical description of the transients associated with phase changes under continuous RF irradiation, the nature of

the transients is investigated in depth. As monitored in our 300MHz spectrometer, they are found to be caused by linear elements of

the RF circuitry. The validity of their representation as d-function pulses and the significance of their decomposition into anti-

symmetric and symmetric components are discussed. A practical method for quantitative control of the antisymmetric phase

transients is proposed. The linearity property allows the development of a theoretical description of the spin dynamics caused by the

transients. This leads to a vector-Hamiltonian model for phase-modulated Lee–Goldburg experiments. It quantitatively predicts

both the frequency shift and the line broadening caused by antisymmetric phase transients and their coupling with RF inhomo-

geneity. The model is shown to be equally applicable to frequency-switched Lee–Goldburg experiments. A noteworthy discovery is

that for a given magnitude of the antisymmetric phase transients a frequency offset exists at which the inhomogeneity broadening is

essentially canceled. This explains the common observation that for best resolution one side of resonance is preferred over the other.

It also suggests a strategy for enhancing resolution without having to resort to severe sample volume restriction. Numerical cal-

culations verified the theoretical predictions and allowed extension of the model to BLEW-12 and DUMBO-1. Experimental

verification is presented. The deviations from theoretical predictions are discussed.

� 2004 Elsevier Inc. All rights reserved.
1. Introduction

Following the pioneering work of Lee and Goldburg

[1] and Waugh et al. [2], numerous multiple-pulse

schemes were invented for decoupling of homonuclear

dipolar interactions and achieving high resolution in

proton NMR spectra of solid samples. Prominent ex-
amples are WHH-4 [2], MREV-8 [3,4], BR-24 [5],

BLEW-12 [6], FSLG [7,8], TREV-8 [9], MSHOT-3 [10],

PMLGn [11–13], DUMBO-1 [14], and wPMLGn [15].

Since the late 1970s, following the introduction of
* Present address: 1501 Emory Road, Wilmington, DE 19803,

USA. Fax: 1-302-695-1664.

E-mail addresses: alexander.j.vega@usa.dupont.com, lexvega@

comcast.net.

1090-7807/$ - see front matter � 2004 Elsevier Inc. All rights reserved.

doi:10.1016/j.jmr.2004.05.017
combined magic-angle-rotation and multiple-pulse

(CRAMPS) by Gerstein et al. [16], these methods are

nearly always performed together with magic-angle

spinning (MAS) for further reduction of line broaden-

ings due to other anisotropic interactions such as

chemical-shift anisotropies and heteronuclear dipole

interactions. MAS is particularly indispensable in
modern heteronuclear double-resonance experiments

involving homonuclear proton decoupling in the indi-

rect dimension [17–25]. A general observation has been

that RF inhomogeneity contributes considerably to the

linewidth [8,26,27], causing the widespread practice of

limiting the sample size to small volumes [28,29]. Fur-

thermore, it has been observed that the resolution is

often better on one side of resonance than on the other
[29]. The aim of this paper is to identify the causes of
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these and similar phenomena, to quantify them, and to
learn how to control their impact.

The multiple-pulse schemes are periodic radiofre-

quency (RF) irradiation sequences of varying amplitude

and phase. They require observation of the NMR signal

after integer numbers of pulse cycles. When the sequence

contains windows, this can be done stroboscopically,

otherwise it must be in 2D fashion. As a side effect the

multiple-pulse methods reduce the chemical shifts by a
scaling factor between 0.45 and 0.6 [29]. Most of the

pulse cycles are designed with the objective to decouple

homonuclear interactions in static samples. MAS in-

terferes with the averaging scheme of these pulse cycles

because it modulates the angles h between the internu-

clear vectors and the magnetic field, thereby adding an

additional time dependence to the (1� 3 cos2 h) multi-

pliers of the dipolar interaction. To minimize the impact
of the rotation-induced fluctuations on the multiple-

pulse experiments mentioned above, it is required that

the frequency xMP of the pulse cycles is much larger

than the sample rotation frequency xR. For that reason

the windowless sequences, i.e., those that modulate the

phase while keeping the RF irradiation continuously on

with a constant amplitude x1, are preferred in

CRAMPS experiments. They include the pulse cycles
BLEW-12 [6] and DUMBO-1 [14] (both having cycle

time tc ¼ 6p=x1), and FSLG [7] and PMLGn [11] (both

having tc ¼ 4p
ffiffiffiffiffiffiffiffi
2=3

p
=x1 ¼ 3:27p=x1). Synchronization

between the two frequencies (nxR ffi mxMP) should also

be avoided to prevent interference [12]. Following an

alternative approach, multiple-pulse/MAS experiments

have been designed where the spin and space averaging

reinforce each other [30,31]. The concepts developed in
this paper also apply to those pulse sequences.

This paper is concerned with residual line broaden-

ings and frequency shifts that affect the scaled isotropic-

shift peaks in the CRAMPS spectra of windowless

sequences. These artifacts are caused by incomplete

averaging of the dipole interaction and by pulse-

sequence imperfections such as timing errors, RF am-

plitude misadjustment, RF inhomogeneity, phase
misadjustment, finite pulse widths in cases where the

ideal sequence calls for d-function pulses, and the so-

called pulse transients, which are RF distortions that

accompany sudden changes in amplitude and/or phase.

Rhim et al. [32] developed a comprehensive theory for

these effects in static multiple-pulse experiments [27].

Their results are, however, not fully applicable to

CRAMPS, because the residual dipolar broadening due
to pulse imperfections is much smaller under MAS

conditions than it would have been under static condi-

tions, as has been pointed out recently [12,33]. In fact,

CRAMPS is quite tolerant to the deliberate introduction

of non-ideal elements in the pulse sequence, such as

large-step phase modulation in FSLG [12] and the in-

sertion of an observation window [15]. In this paper we
will refer to the residual dipolar broadenings and other
T2-type effects as the ‘natural linewidth.’

We thus focus our attention on a systematic investi-

gation of the major remaining spectral distortions, i.e.,

those due to the pulse imperfections and their interplay

with the chemical-shift offset, without consideration of

the dipolar interaction. Specifically, we will consider

pulse transients and deviations of the RF amplitude

from its ideal value. The other pulse errors mentioned
above do not warrant an in-depth analysis. For instance,

the only manifestation of timing errors that we could

identify is the short time lapse between the programmed

phase shifts and their actual execution as experienced by

the nuclei. It can easily be accounted for in the pulse

program and does not pose spectral problems. Phase

errors will not be considered either, because they are

virtually non-existent in modern spectrometers. Phase
transients were the subject of theoretical and experi-

mental observations recently reported by Bosman et al.

for wPMLG experiments [34]. The present work can be

seen as an extension of their effort.

The theoretical analysis of the spin dynamics can be

kept rather simple. To begin with, the exclusion of di-

polar interactions frees us from having to work with a

density-matrix formalism. It is sufficient to follow the
precessions and nutations of the spin-1/2 magnetization

in Cartesian space in the presence of magnetic fields.

Moreover, since none of the considered interactions

depend on the orientation, MAS is inconsequential so

that the only periodicity to be taken into account is that

of the multiple-pulse sequence. Hence, calculating the

net rotation operator over one irradiation cycle and

dividing it by the cycle time constitutes a full charac-
terization of effective Hamiltonian, which can then be

represented as an effective magnetic field in the rotating

frame. Although approximations are invoked, there is

no reason to apply average-Hamiltonian theory [26,27]

or Floquet formalism [35].

In Section 2 we attempt to provide convincing evi-

dence that pulse distortions follow the rules of linear

response theory and that their size can be controlled, at
least in our 300MHz spectrometer. This conclusion is

based on phenomenological observations rather than on

mathematical analysis of AC currents in RF circuits.

The linear nature of the transients then enables the

calculation of the effects of pulse transients and RF

misadjustment, to be described in Sections 3 and 4. It is

first worked out in a theory for the PMLG sequences,

which have the particular advantage that the spin dy-
namics can readily be visualized in a pictorial descrip-

tion of effective magnetic fields. Those results are then

verified and expanded in the next section, where nu-

merical results of the effective Hamiltonians for PMLG,

BLEW-12, and DUMBO-1 are presented. In Section 5

the theory is compared with PMLG measurements.

In Section 6 the discrepancies between theory and
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experiment are discussed and a practical strategy for
controlling the effects is proposed.
Fig. 1. (A) An example of how the in-phase and 90�-out-of-phase
components of a linearly distorted square pulse of length 2.4 may look

like. The profiles of the transients are combinations of rising and de-

caying exponentials as described in the text. (B) The d-function model

for the transients accompanying a square pulse of phase /. as and aa
are the flip-angles of the symmetric and antisymmetric components of

the in-phase transient pulses, while bs and ba are the flip-angles of the

symmetric and antisymmetric components of the out-of-phase tran-

sient pulses, respectively. The phases of the pulses are indicated in

parentheses.
2. Nature of the transients

We begin with an investigation of the nature of the

phase transients. They are caused by elements of the RF

electronics that transform the square pulses pro-
grammed by the pulse-sequence software into phase-

and amplitude-distorted RF profiles experienced by the

nuclei in the sample coil. Most of these elements pro-

duce linear distortion effects in the sense that the re-

sponse of the sum of input pulses is the sum of the

individual responses. To this class belong capacitors,

inductances, resistors, transmission lines, filters, and

linear amplifiers. Other elements, such as diodes, non-
linear amplifiers, digital circuitry of the pulse shaping

electronics, and construction materials leading to probe

ringing, can produce a non-linear response. For a pulse

of sufficiently long duration the distortion consists of

two distinct transient events at the leading and trailing

edges. If we decompose the time profile of a distorted

RF pulse into two quadrature phase components, we

find that the component having the same phase as the
middle section of the pulse resembles the ideal square

shape albeit with sloping edges, whereas the 90�-out-of-
phase component consists of two short pulses at the

edges. A hallmark of linear-response pulse distortions is

that the leading and trailing transients are opposites of

each other. This is readily appreciated when we picture

two consecutive equivalent rectangular pulses having the

same RF amplitudes, phases, and durations. If the delay
between the pulses is reduced to zero, they merge into

one continuous pulse with obviously no transient effects

at the point of joining. Since linear response implies that

the (vanishing) intermediate transient is the sum of the

trailing transient of the first and the leading transient of

the second pulse, the two must be the inverses of each

other. (See Appendix A for the discussion of a subtle

difficulty with this argument.)
Previous theoretical investigations of pulse transients

in NMR were mainly based on the theoretical analysis

of AC currents in circuits consisting of linear compo-

nents and, consequently, led to similar conclusions.

Principal among those are analytical expressions for a

tuned RLC circuit by Ellett et al. [36], a numerical

analysis of the combined resonant circuits of the power

amplifier and the probe by Vaughan et al. [37], and
analytical expressions describing an impedance-matched

probe circuit by Barbara et al. [38]. Caravetta et al. [39]

used a similar model to study the effect of pulse tran-

sients on some homonuclear recoupling pulse sequences.

One objective of the presentation in this section is to

demonstrate experimentally that in our spectrometer the

pulse transients are indeed dominated by linear distor-
tion effects. The most direct way of measuring the RF
currents in the coil is to detect the signals picked up by a

small antenna placed nearby [37,39]. However, rather

than resorting to this invasive method and having to

take into account the extra distortions introduced by the

measurement itself, we chose to characterize the tran-

sients indirectly through their effects on the NMR signal

of a single spin species on exact resonance.

An example of how a profile of a linearly distorted
pulse could look like is shown in Fig. 1A [36,38–40]. It

pictures a 2.4-ls-long ideal pulse distorted by equal but

opposite transients at the leading and trailing edges. Its

in-phase transients are given by � expð�t=sdÞ and

its 90�-out-of-phase transients by �2½1� expð�t=srÞ�
expð�t=sdÞ. They may be called ‘amplitude transients’

and ‘phase transients,’ respectively. The rise and decay

times sr and sd were both assigned the value of 0.3 ls in
accordance with the Q-factor of our probe circuit, which

is about 300 (see Section 7), implying that the relaxation

time of the tuned electronic circuit is 2Q=x0 � 0:3 ls, x0

being the resonance frequency in s�1 [36,41]. We are

careful not to call these transients antisymmetric, be-

cause that would imply the existence of a center of in-

version at the midpoint of the pulse. Borrowing from

crystallographic terminology, the symmetry is more
appropriately described as that of a glide plane. In

principle, the transients can be decomposed into sym-

metric and antisymmetric components with respect to



A.J. Vega / Journal of Magnetic Resonance 170 (2004) 22–41 25
the midpoint of the pulse, but as we shall see shortly, it
has little practical significance.

In the spin-dynamics theory to be developed below

we will ignore the time duration of the transients. This

means that we approximate a pulse as a rectangle ac-

companied by transients that are represented by d-
function pulses just before and after its rising and

trailing edges (Fig. 1B). Two separate pairs of d-function
pulses are needed to represent the in-phase and out-
of-phase components of the transients. We further

decompose each d-function-pair into symmetric and

antisymmetric components with respect to the center of

the pulse. Accordingly, the flip angles of the leading and

trailing amplitude transients will be designated as

as � aa and as þ aa, respectively. Similarly, the leading

and trailing phase transients will have flip angles bs þ ba
and bs � ba. As to the notation of the d-function flip
angles we will adhere to the following sign convention.

For the antisymmetric component of phase transients

accompanying a pulse of phase /, the leading and

trailing transients have identical flip angles ba and op-

posite phases /þ p=2 and /� p=2, respectively. (This is
equivalent to saying that the trailing transient has in-

verted flip angle �ba and non-inverted phase /þ p=2.)
For the symmetric component both have flip angle bs
and phase /þ p=2. ba and bs may be positive or nega-

tive. In the case of the amplitude transients, we note that

the leading transient is always opposite to the ideal RF

irradiation (see Fig. 1A). This leads the convention that

the flip angles of the leading and trailing antisymmetric

amplitude transients will be designated �aa and aa, re-
spectively. The effect of d-function transients on the

NMR signals following pulses of flip angles 90�, 180�,
and 360� can easily be evaluated by executing the nu-

tations of the consecutive components of the pulses. For

later reference the resulting signals are described in

Table 1 together with the signals following pairs of

isolated 180� pulses with equal or opposite phases.
Table 1

Amplitudes and phases of on-resonance NMR signals generated by RF puls

Pulsesa Antisymmetric transients

Signal ampl. Signal pha

Phase transients

90x �1 �ba

180x sinð2baÞ p=2
360x 0 —

180x, 180x 0 —

180x, 180�x sinð4baÞ p=2

Amplitude transients

90x 1 0

180x 0 —

360x 0 —

180x, 180x 0 —

180x, 180�x 0 —

aThe 180x, 180�x pulse pairs are separated by a time delay.
In addition to demonstrating the linear behavior of
the transients in our spectrometer, we also intend to test

the d-function assumption. It is theoretically justified

by the smallness of the nutation angles caused by the RF

irradiation over the total duration of the transients. For

instance, if the 2.4 ls pulse shown in Fig. 1A were a 90�
pulse, the integrated flip angle of each individual in-

phase or out-of-phase transient event would be 11�. As

we shall see, in practice the phase transients are smaller
than that. Although rotations about axes of different

orientations are in general notoriously non-commuta-

tive, this is not as serious a complication when the ro-

tations are over small angles. In such cases the order in

which the rotations occur is of little consequence.

Therefore, the successive infinitesimal nutation events

over the course of the transients may be approximated

by a single event at one particular time. In this ap-
proximation the flip angles of the leading edge d-func-
tion transients of a pulse are defined as the integrals of

the corresponding transient profiles. In the d-function
model of linear transients the flip angles are thus nec-

essarily antisymmetric, so that as and bs must be zero.

This was tested numerically for the pulse profile

shown in Fig. 1A. We assigned to it the RF amplitude

appropriate for a 2.4 ls 90� pulse and calculated its effect
on a magnetization vector originally pointing along z,

by numerically performing the consecutive nutations of

small time increments. In particular, we calculated the

resulting NMR signals following 4.8 and 9.6 ls pulses

and compared the results with the entries in Table 1 for

180� and 360� pulses so that we could estimate the

equivalent antisymmetric and symmetric d-function
transients. We found ba to be 11�, indeed matching the
integrated flip angle of the profiled transient. It can be

scaled by modifying the coefficient 2 in front of the ex-

pression of the out-of-phase component. Furthermore,

we found bs and as to be less than 0.1�, thus supporting
the d-function approximation. However, bs and as can
es accompanied by antisymmetric or symmetric d-function transients

Symmetric transients

se Signal ampl. Signal phase

�1 �bs

0 —

sinð2bsÞ p=2
0 —

0 —

�1 0

� sinð2asÞ 0

sinð2asÞ 0

sinð4asÞ 0

0 —



Fig. 2. Fourier transformed on-resonance MAS signals of HMB

spinning at 16 kHz following a single pulse (left) or two identical pulses

separated by 5 ls (right). The pulse lengths are as indicated. The RF

amplitude was the same in all cases. It was calibrated to give a 360�
pulse of 9.6ls length. Transmitter amplifier and probe were tuned to

produce antisymmetric phase transients of flip angle ba � �6�.
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both be made as large as ba=3 in magnitude by short-
ening sr to 0.05 ls. Thus depending on the details of the

shapes of the profiles, the finite width of the transients

can contribute to symmetric d-function transients after

all. This is a higher-order effect caused by the non-

commutativity of the consecutive infinitesimal preces-

sion events: Although the leading transient is equal to

the inverted trailing transient, its effect on magnetization

precession is the exact opposite of that of the trailing
transient only in first-order approximation. Higher-or-

der corrections depend on the circumstances in which

the transients occur. Since the leading transient is ac-

tually a negative irradiation coexisting with the full ideal

pulse irradiation whereas the trailing transient stands

alone (see Fig. 1A), they do not produce exactly oppo-

site precession motions. On the other hand, in a pulse

sequence where the trailing transient also coincides
with full RF irradiation of identical phase, as in the

above-mentioned thought experiment of two back-to-

back identical pulses, it counteracts the leading transient

exactly.

For transients caused by linear pulse distortions we

may thus conclude that in first-order approximation the

transients can be represented by d-function pulses that

are antisymmetric and independent of the RF irradia-
tion immediately preceding and following the pulse.

Higher-order effects, which do depend on the details of

the irradiation scheme, can introduce symmetric d-
function transients. In addition, the apparent flip angles

of the antisymmetric transients can vary slightly with the

details of the sequence. In principle, each pulse sequence

requires its own exact definition of the sizes of the an-

tisymmetric and symmetric components. For instance,
Rhim et al. in their analysis of error Hamiltonians

caused by pulse imperfections in multiple-pulse experi-

ments, used definitions appropriate for isolated 90�
pulses [27,32]. The following simple NMR measure-

ments were done to test the reliability of a first-order d-
function approach in experimental situations.

The left column of Fig. 2 shows the Fourier trans-

formed on-resonance proton signals of hexamethylben-
zene (HMB) spinning at 16 kHz following pulses of

widths 2.4, 4.8, and 9.6 ls having an identical amplitude,

which was adjusted to produce a 360� pulse at 9.6 ls.
The spectra were phased uniformly such that the 180�
pulse gave a pure dispersion lineshape in accordance

with the predicted phase listed in Table 1. The lineshapes

show the simultaneous signatures of antisymmetric and

(smaller) symmetric phase transients: a slight phase shift
at 90�, a substantial quadrature signal at 180�, and a

smaller quadrature signal at 360�. The sizes of the an-

tisymmetric and symmetric contributions were estimated

at ba ¼)6� and bs ¼ 2�, respectively. As mentioned

above, the small symmetric contribution is a higher-or-

der effect related to the particular shape of the transient

profiles. However, it does not contradict the linearity
principle. The right column of Fig. 2 shows the results of

similar experiments, modified such that the pulses were

split in the center with insertion of a 5 ls delay. We see
that the NMR signal following the split 180� pulse is

hardly affected by the insertion of the gap, demon-

strating that to a good approximation the trailing

transient of the first pulse cancels the leading transient

of the second pulse, even though they occur under dif-

ferent conditions. The split 360� pulse does not reflect

the existence of symmetric phase transients, as expected

for additivity in two consecutive 180�’s (see Table 1). On
the other hand, the small negative absorption peak in

the right bottom spectrum of Fig. 2 indicates the pres-

ence of a small symmetric amplitude transient, although

it could also be due to RF amplitude instability (see

Section 7).

Following the suggestions of previous investigators

[36–39], who observed that the size of pulse transients is

sensitive to adjustments of capacitors of the RF circuits,
we were able to retune the spectrometer to a configu-

ration where ba nearly vanishes. An account of how this

can be done in a controlled manner is given below. With

ba set to a very small value, the on-resonance experi-

ments of Fig. 2 were repeated. The results, shown in

Fig. 3, show that the effects of the transients are indeed

greatly reduced and that insertion of a gap remains in-

consequential. Interestingly, the symmetric and anti-
symmetric transients are nulled simultaneously,

suggesting that they are manifestations of the same RF

distortion phenomenon.

Thus far we considered phase-transient combinations

of pulses with identical nominal phases. We now turn
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configuration that produces essentially no transients.
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our attention to transients associated with 180� phase

shifts. Spectra were first obtained with the spectrometer

tuned for negligibly small phase transients (ba � 0). The

left column of Fig. 4 shows Fourier transformed signals
following a pulse having a total length of 9.6 ls (corre-
sponding to two 180�s), consisting of two portions with

phases x and )x, which were programmed such that the

first portion was slightly shorter than the second as in-

dicated in the figure. The right column shows the signals

of two pulses separated by 5 ls. Their phases were also x

and )x and their pulse widths were as indicated in the

figure. Comparison of the left and right columns shows
Fig. 4. Fourier transformed on-resonance MAS signals of HMB

spinning at 16 kHz following two pulses with opposite phase with no

separation (left) or a 5 ls separation (right) between the pulses. The

total length of the double pulse is twice that of a 180� pulse (2� 4.8ls)
in all cases. The pulse lengths are as indicated. The RF amplitude was

the same in all cases. It was calibrated to give a 180� pulse of 4.8 ls
length. Transmitter amplifier and probe were tuned to produce es-

sentially no antisymmetric phase transients.
that the phase shift as experienced by the nuclei in the
coil comes 0.20 ls after it has been programmed in the

pulse sequence. In the sense of the transients classifica-

tion outlined above, this delay can be viewed as an ex-

ample of a ‘non-linear pulse distortion’ caused by the

electronics. Fortunately, it can easily be compensated by

programming the phase shifts with the appropriate

preset delay. Another important observation is that the

signals in the left column of Fig. 4 show no evidence of
additional nutations due to phase transients that could

have occurred at the moment of the phase shift. Simi-

larly, when the experiment of Fig. 4 was repeated with a

spectrometer setup that gave substantial antisymmetric

transients (ba ¼ �6�), the signals obtained with and

without an intervening delay were essentially identical to

each other (see Fig. 5). We thus find again that the

combined transient at a 180� phase shift under contin-
uous RF irradiation can to a good approximation be

described by a simple addition of the transients of the

trailing and leading edges of the individual pulses before

and after the shift. We note that the effect of antisym-

metric transients in the case of a 180�x, 180��x pulse pair

is substantial, since it induces a 4ba overall nutation of

the magnetization, leading to a quadrature signal am-

plitude of sin (4ba) (see also Table 1).
The experiments just described give evidence that, in

addition to a 0.2 ls phase-shift delay and occasional

minor deviations, the phase transients of our spec-

trometer are by and large antisymmetric and additive.

All evidence confirms that they are the result of linear

pulse distortions. Admittedly, we have proven it only for

phase shifts that are either 0� or 180�. For smaller phase

shifts, like those that occur in the PMLG sequence, we
were able to verify that the required phase preset time is

also about 0.2 ls (data not shown). However, in order to

establish the absence of phase transients that could

prevail in addition to those determined by the additivity
Fig. 5. The experiments of Fig. 4 repeated with a spectrometer tuning

configuration that produces antisymmetric phase transients of flip

angle ba � �6�.
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principle, sequences consisting of many more than two
pulses are needed to measure the effects precisely. We

did not attempt to do this in a separate experiment.

Instead, the degree of success with which the antisym-

metric d-function model predicts the experimental re-

sults of the PMLG cycle (results to be presented below)

will serve that purpose. Whereas the measurements re-

ported above were obtained with the power amplifier

operating in class AB, we also performed them in class C
and found identical results. Hence, although the class-C

amplifier has non-linear character, it does not seem to

introduce non-linear or even linear pulse distortions

beyond those generated in class AB.

The linear and additive character of the transients has

several important consequences. First, the transients are

mainly antisymmetric as mentioned above. Second, ad-

ditivity negates the benefit of the insertion of gaps in the
pulse sequence for the purpose of reducing transients

associated with phase shifts. Third, additivity allows

calculation of the flip angle and the phase of the com-

bined antisymmetric transients accompanying a phase

shift during continuous RF irradiation. This calculation

uses the fact that two simultaneous pulses of equal flip

angle h and phases /1 and /2 are equivalent to a single

pulse of flip angle heff ¼ 2h cos½ð/2 � /1Þ=2� and phase
/eff ¼ ð/1 þ /2Þ=2. The coinciding individual trailing

and leading antisymmetric phase transients at a point in

time where the RF phase switches from / to w have

phases /1 ¼ /� p=2 and /2 ¼ wþ p=2. From this it

follows that the combined antisymmetric transient has

flip angle

beff ¼ 2ba sin½ð/� wÞ=2� ð1Þ
and phase

/eff ¼ ð/þ wÞ=2: ð2Þ

As may have been expected intuitively, the phase of the

combined transient pulse is thus the average of the

phases before and after the switch, while its size scales

with the phase difference. An additional remarkable

finding is that according to Eq. (1) the sign of the
transient depends on whether / is larger or smaller than

w. An alternative way of expressing this is to say that the

sign of beff is always that of ba while /eff is incremented

by p in cases where the phase shift is positive. This will

turn out to be of crucial importance for the effect of

phase transients on the performance of PMLG se-

quences. A special case encountered in PMLG is a 180�
phase shift under continuous RF irradiation. It can be
treated in two alternative ways, by choosing either

w ¼ /þ p or w ¼ /� p. It is reassuring to note that the

two alternatives lead to the same result: beff ¼ 2ba and

/eff ¼ /� p=2.
The antisymmetric in-phase or ‘‘amplitude’’ tran-

sients can be treated similarly. When they coincide be-

tween back-to-back pulses of phases / and w, their
combined effect is represented by a d-function pulse with
effective flip angle

aeff ¼ 2aa sin½ð/� wÞ=2� ð3Þ
and effective phase

/eff ¼ ð/þ wÞ=2þ p=2; ð4Þ

which is similar to the effective antisymmetric phase

transient (Eqs. (1) and (2)) in that it scales with the
phase difference and inverts its sign when / < w. How-

ever, in contrast to the phase transient it is 90� out of

phase with the average of / and w.
The symmetric phase transients bs and the symmetric

amplitude transients as present a problem if we wish to

treat their combined effects between back-to-back pulses

in a similar way because, as discussed above, they

manifest themselves differently in different circum-
stances. For instance, between pulses of equal phase

they cancel each other. Therefore, we feel safe to ignore

the symmetric transients associated with the small phase

shifts that are prevalent in PMLG sequences. They are

also irrelevant at 180� phase shifts, because even if they

were included as bs or as pulses, the two coinciding

transient pulses would have opposite phase thus cancel

each other. In any case, symmetric transients are higher-
order effects, which we intend to neglect in the theoret-

ical model. Moreover, as we shall see below in the

numeric simulations, incorporating them in the model

does not lead to changes in the effective Hamiltonian.

A fourth consequence of the fact that the transients

are generated by linear components of the electronics is

that changing the values of the components, notably the

capacitors, will affect the sizes of the transients [36–39].
Here we show how this can be done in a controlled

manner. It is obviously not possible to measure the exact

values of the tuning and matching capacitors in the

tuned LC circuits of the amplifier and the probe.

However, we can efficiently quantitate the overall con-

figuration of an impedance-matched circuit by recording

its resonance frequency. In doing so for the NMR

spectrometer we have to keep track of three frequencies.
One frequency is mNMR at which the on-resonance NMR

experiment is done. The second frequency is mtrans at

which the transmitter amplifier gives maximum output

into a 50X load. The third frequency is mprobe at which
the probe gives minimum reflected power as measured

with a directional coupler. Since we have no leeway in

the choice of mNMR unless the magnetic field is changed,

we measured ba as a function of mtrans and mprobe. The
probe configuration is reproducibly controllable to a

high degree of accuracy in this way, because the posi-

tions of both the matching and tuning capacitors are

precisely determined by mprobe. On the other hand, the

configuration of the transmitter is only crudely defined

by mtrans. For that reason, we performed the experiments

in sets where the transmitter knobs were kept in fixed
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positions, while mprobe was varied. The measurements
were done on resonance with a ‘flipflop’ pulse sequence

consisting of 180� pulses with alternating phase: 180�x,
180��x, 180�x, 180��x, etc. The signal was detected

stroboscopically after each second pulse. The data re-

flect a precession about the y-axis with 4ba phase in-

crement between consecutive points (compare Table 1

for 180�x, 180��x). Thus the FID is a sine wave without

dc offset. Fourier transformation gives a frequency from
which the flip angle ba and its sign can readily be de-

duced. Results of these measurements, performed on

HMB spinning at 16 kHz with 35 ls delays between the

180� pulses, are shown in Fig. 6. Using these calibration

curves we were able to reproduce ba within 0.3� as long
as both the sample and the transmitter settings remained

unchanged. Amplitude transients are expected to be

much less sensitive to probe tuning. In particular, they
cannot be nulled out because it will always take a certain

amount of time, dictated by the Q-factor, for the pulse

to turn on or off. However, since it will be shown below

that amplitude transients have no first-order effect on

the performance of multiple-pulse experiments, this is of

minor concern. The mprobe ranges of the calibration

curves in Fig. 6 are terminated at minimum and maxi-

mum tuning frequencies beyond which ba measurements
became erratic. We suspect that when the probe is se-

verely detuned, the d-function description of the phase

transients loses its validity.

A fifth consequence of linearity is that ba is propor-

tional to x1. To verify this, some of the measurements of

Fig. 6 were repeated with half the RF amplitude (180�
pulses of 9.6 ls instead of 4.8 ls). It resulted in a 46� 6%

reduction of ba, which we consider to be satisfactory. It
follows that the ratio ba=x1 is a characteristic parameter

of the spectrometer tuning. It can be expressed in units

of �/kHz or in rad/(rad s�1)¼ s, where 1 ls corresponds
to 0.36�/kHz. In the examples of Fig. 6 the phase tran-

sients were as large as 0.077�/kHz or 0.21 ls. The

physical significance of the time dimension of this
Fig. 6. Flip angle of antisymmetric phase transients as function of

probe tuning frequency, measured for three tuning configurations

of the transmitter amplifier and at an NMR resonance frequency of

300.12MHz.
property is that it would be the duration of a transient
pulse if it were rectangular in shape and had the same

amplitude as the bulk of the pulse (compare Fig. 1A).

The profiles of Fig. 1A seem to suggest that when

pulses become shorter than 1 ls, the d-function model

gradually begins to lose validity, because the leading and

trailing transients start running into each other. Since

they are of opposite sign, the equivalent ba values for

short pulses are expected to be greatly reduced. Never-
theless, we can argue that the model of d-function
transient pulses will remain largely valid with undimin-

ished ba nutation angles even when the pulses are very

short. This is a result of the fact that short pulses rep-

resent small flip angles, resulting in commutative spin

rotations. Hence, although the sequences of the nutation

events related to the pulse and its accompanying tran-

sients take place simultaneously over a period of several
hundred ns, their net total nutation is essentially inde-

pendent of the order in which they occur. Therefore, we

expect the model developed in the following section for

phase transients in phase-modulated Lee–Goldburg se-

quences (consisting of relatively long elementary pulses)

to be equally applicable to the FSLG sequence, which is

identical to PMLGn in the limit of very large n. In fact,

it is shown in Appendix B that in the limit of a smooth
phase ramp (n ! 1) the first-order RF distortion is

identical to that of stepped phase increments.
3. Theory of frequency shifts in PMLG and FSLG

The pulse cycle of frequency-shifted Lee–Goldburg

(FSLG) NMR [7] consists of two RF pulses having
equal amplitude x1 and duration sLG, but having dif-

ferent frequencies x0 þ DxLG and x0 � DxLG and dif-

ferent phases 0� and 180� [7]. An equivalent description

states that the two pulses have identical frequency x0,

but that their phases /ðtÞ are time dependent. In the first

half of the cycle the phase is ramped up linearly from

/ð0Þ ¼ 0 to /ðsLGÞ ¼ /LG ¼ 2p=
ffiffiffi
3

p
¼ 207:85� and in

the second half it is ramped down from
/ðsLGÞ ¼ pþ /LG to /ð2sLGÞ ¼ p. For suppression of

homonuclear dipole interactions it is ideally required

that

x1 ¼ DxLG

ffiffiffi
2

p
ð5Þ

and

DxLGsLG ¼ /LG ¼ 2p=
ffiffiffi
3

p
: ð6Þ

The PMLGn experiment is identical to phase-modulated

version of FSLG with the only difference that the phase
ramping is programmed in n discrete steps [11]. The

practical implementation of FSLG is often like PMLGn
with a large number of small steps [42]. The pulse-pro-

gram code ensures that the required relationship of Eq.

(6) between DxLG and sLG is automatically satisfied.
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However, the LG matching condition between the RF
amplitude x1 and the irradiation offset DxLG (Eq. (5)) is

not always met, as it is subject to RF misadjustment and

RF inhomogeneity across the sample volume.

As mentioned in Section 1, we restrict the analysis of

the spin dynamics to the description of precessions and

nutations of the magnetization vector in Cartesian

space. The most convenient way of doing this is by

transformation to a coordinate frame that in the first
half of the cycle rotates about the static magnetic field

(the z direction) at a frequency x0 þ DxLG with respect

to the laboratory frame and continues to rotate in the

second half at frequency x0 � DxLG, and so on. We

refer to it as the ‘rocking rotating frame.’ If we restrict

the measurements to stroboscopic detection after the

completion of integer numbers of FSLG cycles, it is as if

the data are obtained in the ‘normal’ rotating frame of
frequency x0 because the two consecutive extra rota-

tions at frequencies DxLG and �DxLG compensate each

other. The precessional motion of spins that are on

resonance at the carrier frequency x0 is as follows. In

the first half of the cycle they precesses about a so-called

vector-Hamiltonian composed of two components, one

being a vector of size x1 along x and the other a vector

of size �DxLG along z. The latter compensates for the
difference between the resonance frequency x0 and the

frequency x0 þ DxLG of the rocking rotating frame.

(Note that by assuming that x1 remains exactly parallel

to x, the finite step sizes of the phase increments in

PMLG are ignored.) This vector-Hamiltonian is repre-

sented in the left diagram of Fig. 7 as the LG vector. In

the second half of the cycle, the directions of DxLG and

x1 are inverted so that they point along +z and )x,
respectively, giving an LG vector in the opposite direc-
Fig. 7. Arrows representing components of the magnetic field experi-

enced by nuclear spins in the rocking rotating frame. The left and right

diagrams are for the first and second halves of the FSLG cycle, re-

spectively. DxLG is the difference between the frequency of the rocking

rotating frame and the conventional rotating frame. x1 is the applied

RF field. The LG vector is the sum of the DxLG and e1 vectors. Dx is

the frequency offset of the nuclear resonance frequency. Dxtr is the

average RF field due to antisymmetric phase transients associated with

the incremental phase shifts.
tion, as shown in the second drawing of Fig. 7. The
consecutive precessions about the two LG vectors

compensate each other irrespective of whether the LG

conditions Eqs. (5) and (6) are met.

Before introducing the phase transients we first

review the effect of an offset Dx of the resonance fre-

quency with respect to x0. It contributes to the vector-

Hamiltonian an additional vector of size Dx pointing

along the z-axis (see Fig. 7). The offset is assumed to be
much smaller than both DxLG and x1. We may, there-

fore, view the chemical-shift vector Dx as a perturbation

of the main LG vector. To first order, this means that

the chemical shift manifests itself as its projection on the

LG vector. In the first half of the cycle the projection

points in the opposite direction of the LG vector and has

a size equal to Dx cos h, where h is the angle of the LG

vector with the )z-axis, h ¼ tan�1ðx1=DxLGÞ. Thus the
frequency offset effectively adds a vector of size Dx cos h
antiparallel to the LG vector. In the second half of the

cycle, the LG vector is inverted while Dx remains in the

positive z direction (see second half in Fig. 7). The effect

of the offset is now to add a vector of size Dx cos h
parallel to the LG vector of the second half. The net

rotation after a full cycle is consistent with a precession

about the LG vector in the (�x; z) quadrant with an
effective frequency

xeff ¼ Dx cos h: ð7Þ

This amounts to a chemical-shift scaling factor of cos h.
Ideally, h is the magic angle corresponding to

cos h ¼ 1=
ffiffiffi
3

p
¼ 0:577. However, if the RF deviates from

the LG-matched amplitude, the scaling factor is affected.

Therefore, RF inhomogeneity across the sample volume

causes line broadening that is proportional to the fre-

quency offset. It is a major source of resolution reduc-

tion in FSLG and PMLG spectra.
Antisymmetric phase transients contribute an addi-

tional component to the effective vector-Hamiltonian.

This can be appreciated if we consider the phases of the

combined antisymmetric transient pulses at the phase

shifts between the pulses. In the first half of the PMLGn
sequence the phase shifts are positive and equal to

/LG=n. According to Eqs. (1) and (2) the flip angles

of the combined transients are thus beff ¼ 2ba sin
ð/LG=2nÞ � ba/LG=n and their phases are the averages

of those of the adjacent pulses with the addition of 180�.
See the example of PMLG5 shown in Fig. 8, where the

full line represents the stepped phase of the pulses and

the symbols indicate the phases of the transients. In the

second half of the cycle the transients behave similarly,

but they are not 180� out of phase with the pulses. There

are also two transient pulses at the two points in the
cycle where the phase step is 180�. The flip angles of

the latter transients are 2ba, which is much larger than

the beff angles associated with the incremental phase

shifts. Their phases are as indicated in Fig. 8.



Fig. 8. The full line represents the time dependence of the phase of

the RF irradiation during a cycle of PMLG5. The symbols represent

the phases of the antisymmetric d-function transients associated with

the phase shifts. The broken line is the angle between the rocking

rotating frame and the conventional rotating frame. The phases of the

RF irradiation events with respect to the rocking rotating frame are

represented by their vertical distances from the broken line.
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These phases are all with respect to the conventional

rotating frame. To help appreciate their orientations in

the rocking rotating frame, the time-dependent phase of

the latter with respect to the conventional rotating frame

is indicated by a broken line in Fig. 8. We see that the
transients, with the exception of those associated with

the 180� shifts, represent RF irradiation with a constant

phase of 180� in the rocking rotating frame. In both

cycle halves it can be approximated as a continuous RF

irradiation in the )x direction of the coordinate system

of Fig. 7. Its amplitude Dxtr, expressed in frequency

units, is given by the total precession angle of the n� 1

transients divided by the half-cycle length

Dxtr � ððn� 1Þ=nÞba/LG=sLG � DxLGba: ð8Þ
Since this vector Dxtr makes an angle p=2� h with the

LG vector, the first-order contribution of the antisym-

metric phase transients to the effective frequency is

xeff ¼ DxLGba sin h: ð9Þ
As mentioned above, the FSLG limit (n ! 1) is

equivalent to RF irradiation that alternates between the

two frequencies x0 � DxLG with flat phases alternating

between 0 and p. In Appendix B it is shown that the

same linear RF distortion mechanism that gives rise to

pulse transients also creates an extra RF component in
the FSLG limit. Moreover, it points along the )x di-

rection of the rocking rotating frame in both cycle

halves and its size is given by DxLG ba, which is exactly

equal to the size of Dxtr given by Eq. (8) for the case of a

small number of relatively large phase steps. This is a

justification of the proposition made in the previous

section, where we argued that the d-function approach

to the description of pulse transients remains valid for
very small pulse lengths.

The antisymmetric transients associated with the 180�
shifts are represented by a sudden nutation over angle

2ba about the y-axis of the rocking rotating frame at the

beginning of the cycle and by a similar nutation about
the )y-axis at the midpoint of the cycle. This can be
verified by inspection of the phases plotted in Fig. 8.

Although these nutations are much larger than the in-

dividual transient nutations at the small phase shifts,

their effect on the net precession is much smaller because

of the following. Under conditions where xeff ¼ 0 and

when the RF is matched to the LG condition, the

magnetization precesses full circle about the LG vector

in the course of half a cycle, so that the two 2ba pre-
cessions about y and )y exactly cancel each other. When

xeff does not vanish or when the LG condition is not

exactly matched, the perturbations of the LG vector are

still much smaller than the vector itself. Therefore, the

precession over half a cycle does not deviate much from

360�, ensuring continued near cancellation of the two

precessions associated with the 180�-shift transients.
We now turn to the amplitude transients. The anti-

symmetric amplitude transients at the incremental phase

steps (see Eqs. (3) and (4)) can similarly be shown to give

rise to an apparent magnetic field of size DxLGaa along

the y-axis of the rocking rotating frame, pointing in the

same direction in both halves of the cycle. The identical

result is obtained for FSLG (Appendix B). Since it is

perpendicular to the LG vector, it does not contribute to

the effective frequency in first order. Furthermore, the
amplitude transients at the two 180� phase jumps in

the PMLG cycle generate two precession events about

the �x directions in the rocking rotating frame. Like the

phase transients at these points in time, they compensate

each other and do not contribute to the net precession

motion.

In summary, the effective frequency of precession

under PMLG irradiation is dominated by the frequency
offset Dx and antisymmetric phase transients ba ac-

cording to

xeff ¼ Dx cos hþ DxLGba sin h; ð10Þ
where h ¼ tan�1ðx1=DxLGÞ. Ideally x1 has the value

DxLG

ffiffiffi
2

p
ensuring that h is the magic angle. A deviation

of the RF amplitude from its ideal value,

x1 ¼ DxLG

ffiffiffi
2

p
ð1þ eÞ ð11Þ

induces corrections to cos h and sin h. Moreover, since

the phase transients are proportional to the RF ampli-

tude (see above), it also changes ba to bað1þ eÞ.
Working this out to first order in e gives

xeff ¼ ð1=
ffiffiffi
3

p
Þð1� 2e=3ÞDxþ ð1=

ffiffiffi
3

p
Þð1þ 4e=3Þx1ba:

ð12Þ

In actual experiments the coefficients of this equation

will often deviate from the theoretical values. Therefore,

we rewrite Eq. (12) in a more general form as

meff ¼ ðr0 þ r1eÞDmþ ðg0 þ g1eÞm1ba; ð13Þ
where we switched to a m-notation of the frequencies to

indicate that in experimental situations they are usually
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given in Hz. The theoretical values of the main coeffi-
cients are r0 ¼ 0:577 (the chemical shift scaling factor),

g0 ¼ 0:0101 deg�1, and their corrections due to RF

amplitude deviations are given by r1 ¼ �0:38 and

g1 ¼ 0:013 deg�1. They will be compared with numerical

and experimental data in the following sections. The

absolute value of meff is minimized at the frequency offset

where the two terms in Eq. (13) cancel. The position of

this minimum depends on ba and, hence, on the probe
tuning. A shift of the minimum due to probe detuning

was recently reported by Morcombe et al. [25].

Since the two e terms in Eqs. (12) and (13) are of

opposite sign, it is usually possible to set up the

spectrometer such that they cancel each other. This

has important implications for the inhomogeneity

broadening of the spectra. If the RF amplitude is

inhomogeneous with a fractional distribution width
De, Eq. (13) predicts that the PMLG spectrum is

broadened by

B ¼ j1:33meffð0Þ � 0:38DmjDe; ð14Þ

where Dm is the frequency offset and meffð0Þ is the tran-

sient-induced effective frequency measured at Dm ¼ 0.

The significance of this result is brought out in Fig. 9,
where the predicted absolute values of meff and B are

simultaneously plotted versus Dm. While a phase-tran-

sient-generated effective frequency meffð0Þ displaces the

null point of meff to one side of resonance, it causes the

inhomogeneity broadening to be nulled at a well-defined

offset on the other side of resonance. This explains the

generally observed phenomenon that one side of reso-

nance is preferred for best resolution in PMLG and
FSLG, and for that matter in many other multiple-pulse

experiments (see next section). We have now shown that

the offset at which resolution is optimized is a function

of the sign and size of the antisymmetric phase tran-

sients ba.
Fig. 9. The effective frequency meff and the broadening B of a PMLG

signal as function of the frequency offset Dm, as predicted by Eqs. (12)–

(14). The broadening is due to a fractional RF-amplitude distribution

of width De. The plotted quantities are normalized to the on-resonance

effective frequency meff ð0Þ, which is due to phase transients.
4. Numerical calculations

The results of the previous section were tested by

numerical simulations. A Fortran program was written

to calculate the rotation matrix describing the net pre-

cession of a magnetization vector over the course of a

multiple-pulse cycle by multiplication of the rotations

matrices associated with the individual pulses in the

proper order. The rotation matrix obtained at the end of
the cycle was then analyzed to determine (1) the direc-

tion of the effective axis about which the net rotation has

occurred and (2) the total angle of precession. Dividing

the latter by the cycle time yielded the calculated effec-

tive frequency meff .
The calculations were performed in the conventional

rotating frame. For each pulse the precession is about

the combined RF and offset vectors. Each pulse is pre-
ceded and followed by its accompanying d-function
transient pulses, which are incorporated in the calcula-

tion by performing the specified precessions about the

appropriate vectors in the xy plane of the rotating

frame. The offset frequency is ignored during d-function
transient pulses. The coinciding trailing and leading

transients at the transitions between consecutive pulses

are applied one after the other in contrast to the theo-
retical approach of the previous section, where their

combined effect was evaluated separately. The program

could also accommodate the BLEW-12 and DUMBO-1

sequences without much modification.

The dependence of the resulting meff on Dm, ba, and e
was found to be approximately linear, provided their

ranges were kept relatively small (jDxj=x1 < 20%,

jbaj < 10�, and jej < 5%). In this way the equivalents of
the coefficients of Eq. (13) could be evaluated. The re-

sults are listed in Table 2. The agreement with Eqs. (12)

and (13) is quite satisfying. The table also reproduces the

published scaling factors for BLEW-12 [6] and DUM-

BO-1 [14]. It should further be noted that DUMBO-1

has the smallest r1 and g1 coefficients for RF-amplitude

dependence, corroborating the finding of its inventors

that this pulse cycle is least sensitive to RF inhomoge-
neity [14]. As to non-linear contributions, the calcula-

tions showed that under the simultaneous presence of

offset and antisymmetric phase transients the largest

deviations from linearity are due to small corrections

terms of the form Dmb2a and Dm2ba. There are no con-

tributions from bilinear Dm2, Dmba, or b
2
a terms.

Another remarkable result is that for all the se-

quences listed in Table 2 the broadening mechanisms of
RF inhomogeneity associated with offset- and phase-

transient shifts (r1 and g1) counteract each other, thus

leading to improved resolution on one side of resonance

in cases where ba does not vanish, as was illustrated in

Fig. 9.

The calculations further provided the orientation of

the effective vector-Hamiltonian in the rotating frame.



Table 2

Numerically obtained coefficients describing the effective frequency meff ¼ ðr0 þ r1eÞDmþ ðg0 þ g1eÞm1ba due to chemical-shift offset Dm, antisym-

metric phase transients ba, and a fractional deviation e of the RF amplitude from its ideal value m1; and the tilt angle h of the effective vector-

Hamiltonian when e ¼ 0

Pulse cycle r0 r1 g0
b g1

b h (�)

PMLGn, theorya 0.577 )0.38 1.01 1.34 55

PMLG3 0.595 )0.43 1.04 1.32 67

PMLG5 0.585 )0.39 1.02 1.35 59

PMLGn (nP 7) 0.578� 0.02 )0.38� 0.02 1.01� 0.01 1.34� 0.02 56� 1

BLEW-12 0.472 )0.33 0.82 1.30 63

DUMBO-1 0.518 )0.21 0.90 0.76 38c

a From Eq. (12).
b g0 and g1 are in units of 10�2 deg�1.
c In agreement with experimental determination [29].
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Using the proper phase tables, this vector consistently
fell in the x–z plane. Its tilt angle h with respect to the z-

axis was found to be a function of the fractional RF

misadjustment e. Numerical results for h are listed in

Table 2, but only for ideally matched RF. The theoret-

ical model developed for FSLG in the previous section

(see discussion of Fig. 7) predicted that the direction of

the effective Hamiltonian vector coincides with that of

the LG vector irrespective of whether the neat preces-
sion is caused by a frequency offset or by phase tran-

sients. It is, therefore, not surprising that for PMLG the

numerically calculated tilt angles due to offset and phase

transients were identical and equal to the magic angle

(h ffi 55�). This allowed us to combine them in one col-

umn in Table 2. Remarkably, the respective h’s of offset
and phase transients in BLEW and DUMBO are also

identical despite the fact that those pulse cycles do not
have an obvious equivalent of the LG vector associated

with them. Interestingly, Rhim et al. found for the

multiple-pulse sequences analyzed by them that the re-

spective vector-Hamiltonians have identical orienta-

tions, as well [27,32]. It suggests that there is a

fundamental mechanism, not understood by us, which

causes the vector-Hamiltonians due to offset and anti-

symmetric phase transitions to be consistently parallel to
each other.

The Fortran program also allows examination of

other pulse imperfections. Most were found to affect

the vector-Hamiltonian to an insignificant extent. First,

we looked at symmetric phase transients, and anti-

symmetric and symmetric amplitude transients. None

of these produced appreciable shifts in the effective

frequency. In the case of antisymmetric amplitude
transients this is as predicted in the theoretical model.

As to symmetric transients, which we described above

as problematic entities in the d-function approxima-

tion, it is comforting to find that incorporating them in

any of the listed pulse sequences does not make any

difference anyway. The numerical results further es-

tablished that omitting or changing antisymmetric

phase transients accompanying the 180� phase shifts
does not lead to significant artifacts. This justifies the
conclusion made in the theoretical model that the ef-
fects of phase transients associated with the 180� phase
shifts cancel each other. Similarly, the phase-settling

times for the 180� phase shifts in PMLG can be made

to differ from the phase-settling times of the incre-

mental phase shifts without penalty.

The only pulse imperfections that produced altera-

tions of the effective frequency were phase errors and the

insertion of an observation window like the one em-
ployed in wPMLG [15]. The combined effect of windows

and phase transients on the vector-Hamiltonian is the

subject of recent work by Bosman et al. [34]. Phase er-

rors tend to create a Hamiltonian with a component

along the y-axis of the rocking rotating frame (compare

Fig. 7). It is unlikely that they occur in modern spec-

trometers. Moreover, a spin-locked signal along the y-

axis has not been detected in our experiments.
5. Results

A sample of HMB in a 4mm MAS rotor with its

volume restricted to a 6mm length was used to verify the

theoretical predictions. The RF-amplitude distribution

for that sample geometry stretches over an 18% range,
as can be seen in the nutation spectrum shown in

Fig. 10A (see also Section 7). The PMLG spectra were

obtained with the pulse sequence described in Section 7.

The detection method was designed such that we mea-

sured amplitude modulation along the y-axis of the ro-

tating frame. We first evaluate the effects of pulse

transients and RF inhomogeneity. To that end we ex-

amine PMLG9 spectra obtained with the carrier fre-
quency kept on resonance (Dm ¼ 0) and with varying

probe-tuning frequency mprobe. Use was made of previ-

ously determined calibrations curves for ba versus mprobe,
examples of which were shown in Fig. 6. Prior to each

spectrum the probe was first tuned to the appropriate

frequency and the RF amplitude was adjusted to obtain

a PMLG9 frequency scaling factor close to 0.577.

Spectra measured for some of the values of ba are shown
in Fig. 10B.



Fig. 10. (A) Nutation spectrum of HMB in a 4mmMAS rotor with the

sample length restricted to 6mm. (B) PMLG9 lineshapes of the same

HMB sample obtained with the carrier frequency on resonance. The

probe was tuned at five different frequencies corresponding to the in-

dicated antisymmetric phase transients ba, which were determined

using one of the calibration curves shown in Fig. 6. The elemental

pulse length was 0.87ls, which corresponds to a cycle time

2sLG ¼ 15:66ls and an LG-matched RF amplitude m1 ¼ 104 kHz. The

spectra were obtained in 2D mode with t1 increments of 62.64ls,
equaling four LG cycles. The indirect dimension was processed by real

FT without apodization. Spinning speed was 12 kHz. The spectra are

affected by t1 noise possibly related to amplitude fluctuations men-

tioned in the text.

Fig. 11. The effective frequencies of the peak maxima in two sets of

on-resonance PMLG9 measurements of HMB as function of the

antisymmetric phase transients ba. The open symbols and closed

correspond to the spectra in Fig. 10 and another series, respectively.

The straight lines are calculated as Dmeff ¼ jg0m1ðba þ b0Þj, where

g0 ¼ 0:0101 deg�1, m1 ¼ 104kHz, and b0 ¼ 0:65�.
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The main features predicted by the ba term in Eq. (13)

are clearly reproduced. First, the effective frequency of

the peak maximum increases with increasing jbaj. Sec-
ond, the lineshapes resemble the nutation spectrum and

are wider for larger jbaj values, showing that the broad-

ening is due to the simultaneous presence of transients

and RF inhomogeneity. Third, the horizontal polarity of
the lineshapes and the nutation spectrum are the same, in

agreement with the positive sign of g1, which predicts that
the effective frequency is larger at stronger RF fields.

Finally, the absence of zero-frequency signals indicates

that there was no spin-locked magnetization component

along the y-axis of the rotating frame (see Section 7),

verifying that the effective Hamiltonian points in the x–z

plane, in accordance with the theory (see Fig. 7).
A quantitative comparison with the g0 term of Eq.
(13) is made in Fig. 11, where the effective frequency of

the peak maximum, measured on resonance for HMB, is

plotted versus ba. Included in the plot are two sets of

data, which were obtained with different amplifier tun-

ing configurations. They were acquired several weeks

apart during which time the probe had been used for

other purposes and the amplifier configuration had been

changed. The agreement between the two series indicates
that the phase-transient behavior, including the adjust-

ment of ba with the help of a calibration curve, is highly

reproducible. In the figure, the data are compared with

theoretically predicted curves calculated with the theo-

retical value g0 ¼ 0:0101 deg�1. The agreement with the

slope is very satisfactory. However, we needed to add a

correction term b0 ¼ 0:65� to ba in order to get the best

fit (see formula in figure caption). It is equivalent to the
addition of a constant term of 0.68 kHz to the theoret-

ical effective frequency. This corresponds to an error

Hamiltonian of that magnitude pointing along the LG

vector in Fig. 7. Furthermore, the rounded cusp in

Fig. 11 shows that there is another error-Hamiltonian

component pointing in a direction perpendicular to the

LG vector. Since the spectra obtained around

ba ¼ �0:65 did not show signs of a spin-locked com-
ponent (see, for instance, the absence of a zero-fre-

quency signal in the fourth trace in Fig. 10B), we

conclude that this error Hamiltonian is also in the xz

plane. The perpendicular component loses significance

when meff is larger than �2 kHz as a result of second

averaging. In Section 6 we return to these small non-

predicted contributions to the Hamiltonian.

Next we verified the g1 term, which describes the
combined effects of antisymmetric phase transients and

RF inhomogeneity. Eqs. (12) and (13) predict that a plot

of the line broadening versus the effective frequency

should give a straight line with a slope given by



Fig. 13. PMLG9 lineshapes of the same HMB sample as used for Fig.

10. The spectra were taken at different offsets of the resonance fre-

quency of HMB with respect to the carrier frequency as indicated.

(Positive Dm corresponds to a carrier frequency below the carrier fre-

quency.) The probe was tuned at a frequency that gave antisymmetric

phase transients with ba ¼ �1:9�. Other experimental conditions were

as in Fig. 10.
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Deg1=g0 ¼ 4De=3. For De we took the value of 18%,
which is the width of the nutation spectrum below the

12% level. To be consistent, the broadenings B of the

PMLG9 spectra were measured at 6% of the peak

height. At higher intensity levels the contribution of

‘natural linewidth’ broadening is relatively more pro-

nounced. The resulting plot of B versus meff , derived

from the spectrum series of Fig. 10, is shown in Fig. 12.

A linear curve fit gave a slope of 0.22, in very good
agreement with the theoretical value of ð4=3Þ � 0:18 ¼
0:24. The intersect of 0.20 kHz is the ‘natural linewidth’

at 6% peak height. It is 1.2 ppm in the chemical-shift-

scaled spectrum.

We now turn to the dependence on frequency offset

Dm. In order to verify the effects predicted by Fig. 9, the

spectra were obtained with a varying offset frequency

and a fixed non-zero value of ba ¼ �1:9�. The latter was
characterized by an on-resonance effective frequency

meffð0Þ ¼ 1:28 kHz and a corresponding width at 6%

equal to Bð0Þ ¼ 0:53 kHz. PMLG9 spectra obtained at

offset intervals of 4 kHz are shown in Fig. 13. The pre-

dicted qualitative features are again demonstrated. In

particular, we note that most of the lineshapes are now

mirror images of the nutation lineshape, in agreement

with the negative sign of r1. For offsets around Dm ¼ 0,
where the transient-related broadening mechanism

dominates, the lineshapes are not inverted.

The quantitative results for meff and B at 6% height

are plotted simultaneously in Fig. 14. The plots clearly

reproduce the main features of Fig. 9, in particular the

occurrence of meff and B minima on opposite sides of

resonance. The meff curve is similar to results reported by

others [25]. The straight lines drawn through the fre-
quency points are curve-fitting result of

meff ¼ jr0Dmþ g0m1ðba þ b0Þj: ð15Þ
The fitted parameters are r0 ¼ 0:575 (not surprising in

view of the fact that the RF amplitude was adjusted to
Fig. 12. The width at 6% height of the series of PMLG9 spectra dis-

played in Fig. 10 plotted against the effective frequency of the peak

maximum. The spectra were obtained on resonance (Dm ¼ 0) and with

varying ba. The open and closed symbols are for ba < 0 and >0, re-

spectively. The straight line is a fit having a slope of 0.22 and a width–

axis intersect of 0.2 kHz.

Fig. 14. Frequency-offset dependence of the effective frequency and

width at 6% height of the series of PMLG9 spectra displayed in Fig.

13. The spectra were obtained with ba fixed at )1.9�. The spectra

around the frequency minimum at 2.4 kHz offset were artificially

narrowed by folding of the lineshape onto itself. Their widths are

omitted from the plot. The straight lines are curve fits described in the

text.
attain that scaling factor), g0m1 ¼ 1:07 kHz/deg, ba ¼
1:9�, and b0 ¼ 0:65�. This is in perfect agreement with

the theoretical predictions, except for the b0 correction

to ba. It is equal to the b0 correction needed to get the
frequency data to fit in Fig. 11. The broadening data

shown in Fig. 14 can similarly be fitted to the corre-

sponding equation,
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B ¼ Dejr1Dmþ g1m1ðba þ b0Þj þ Bnat; ð16Þ

where De is set equal to 18% and where the term Bnat is

introduced to represent the ‘natural linewidth.’ The fit-

ted parameters are r1 ¼ �0:46, g1m1 ¼ 1:3 kHz/deg,

b0 ¼ 0:65�, and Bnat ¼ 0:21 kHz. The r1 coefficient de-

viates from the theoretical value of )0.38. This is due to
the large size of De, which falls outside the range where

the meff dependence on e is linear. A numerical calcula-

tion for De ¼ 18% gave r1 ¼ �0:46, in perfect agree-
ment with experiment. The coefficient g1m1 describing

the ba dependence of the broadening also deviates from

the theoretical value 1.38 kHz/deg, but not severely. The

‘natural linewidth’ is close to the 0.20 kHz found above

when we studied the width as function of ba. The

rounding of the cusp at the minimum of the width curve

represents in addition to the ‘natural linewidth’ a

broadening of about 0.16 kHz at 6% height.
6. Discussion

Disregarding a few residual artifacts, the experimen-

tal results agree quite well with the quantitative theo-

retical and numerical predictions. We view this as a

justification of the two assumptions underlying the
theory, i.e., (1) the transients are due to linear pulse

distortions and (2) they can be described as antisym-

metric d-function pulses at the beginning and end of

each irradiation period of constant amplitude and

phase. The results were admittedly acquired on a

300MHz instrument but we fully expect higher-field

spectrometers to behave similarly. Nevertheless, the re-

sults did not agree completely with the predictions. The
following discussion addresses the origins of the devia-

tions.

The assumption of the linear character of the tran-

sients relates to the RF currents in the sample coil. No

observations were made that contradict its validity. On

the other hand, the d-function assumption, which relates

to the way the nuclear spins respond to the transients,

leads to identifiable deficiencies. One is the ambiguity of
the concept of symmetric pulse transients discussed

above in Section 2. Another is the need to add a cor-

rection term b0 ¼ 0:65� to the antisymmetric phase

transient ba in order to obtain agreement with the the-

oretical predictions for PMLG9. Both discrepancies are

higher-order corrections related to the non-commuta-

tivity of precessions, which causes the effects of phase

transients to be dependent on the prevailing bulk RF
irradiation with which they coincide. It is the reason

why the flip angle ba that quantitates the antisymmetric

phase transient experienced in association with isolated

180� pulses differs slightly from the corresponding flip

angle ba þ b0 quantitating its effect in association with

the phase increments of PMLG. Fortunately, the devi-
ations caused by the ambiguities of the d-function ap-
proximation are relatively small and can, at least in the

case of PMLG9, easily be taken into account by the b0
correction. We have not yet evaluated its size for the

other phase-modulated sequences.

Other deviations from theoretical predictions are less

well understood. In particular, we do not know the or-

igin of the extra line broadening at offsets where the

inhomogeneity broadening is smallest (rounding of the
cusp at the minimum of the width curve in Fig. 14). It is

larger than the residual broadening found when Dm ¼ 0

and ba ¼ �b0 (Figs. 10 and 12). We did not yet inves-

tigate if it is due to RF inhomogeneity or another

broadening mechanism. One possibility could be the

fluctuating RF amplitude of our spectrometer (see Sec-

tion 7) but this was neither properly investigated. The

other poorly understood phenomenon is the vector-
Hamiltonian perpendicular to the LG vector, which

gives rise to a small effective frequency when Dm ¼ 0 and

ba ¼ �b0 (Figs. 10 and 11). Fortunately, the impact of

this error Hamiltonian is canceled by second averaging

if the effective frequency is large enough. Its existence is

one reason to perform PMLG with the carrier frequency

outside the chemical shift region of interest [25]. An

additional advantage of working off-resonance is being
able to produce cosine modulation in the indirect 2D

dimension without implementation of TPPI or hyper-

complex data processing (see Section 7).

The major conclusion of the present work is that the

antisymmetric portion of the phase transients and the

RF inhomogeneity are the only pulse imperfections

having appreciable impact on CRAMPS spectroscopy in

modern spectrometers. Since the antisymmetric tran-
sient has a size ba that is a function of the frequency at

which the probe gives minimum reflection, its effects on

the spectra are fully controllable within an allowable

tuning range. A result of practical importance is that for

each value of ba a matching frequency offset Dm exists

for which the line broadening due to RF inhomogeneity

is greatly reduced. This suggests that under such con-

ditions severe restriction of the sample volume may not
be a necessity.

A practical approach to setting up for optimal con-

ditions is suggested in the following example. Although

it is presented specifically for PMLG, it is equally ap-

plicable to FSLG (according to the conclusions of Ap-

pendix B) and to BLEW-12 and DUMBO-1 (according

to numerical results.) Recognizing that the transients

depend on the probe performance, which in turn is often
influenced by insertion of the sample, the use of a cali-

bration curve for ba is in general not the most efficient

method. (We relied on it in this paper only for the

purpose of a comprehensive investigation and we were

able to do so because we did not use more than one

sample.) A more direct method is to begin with taking

two PMLG spectra, one with the carrier frequency on



A.J. Vega / Journal of Magnetic Resonance 170 (2004) 22–41 37
resonance and one shifted by, say, 20 ppm. The differ-
ence in effective frequencies gives the scaling factor r0,
which can be adjusted to 0.577 by changing the RF

amplitude accordingly (multiply the RF amplitude byffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r20=ð1� r20Þ

q
). The effective frequency obtained on

resonance, meffð0Þ, reveals the value of (ba þ b0). Solving
Eq. (16) for B ¼ Bnat gives the offset for optimum nar-
rowing of the RF inhomogeneity broadening:

Dm ¼ meffð0Þg1=ðr1g0Þ ¼ 2:6meffð0Þ, where we substituted

the experimentally determined coefficients. The sign of

Dm is easily found by the condition that the meff minimum

should be on the other side of resonance. If Dm turns out
to be larger than experimentally convenient, one can

retune the probe at another frequency and repeat this

routine until a desired spectrometer setup is found. We
followed this protocol with glycine confined to a 6mm

sample length in a 4mm rotor spinning at 12 kHz, using

a double-resonance 1H/19F probe operating at 300 and

282MHz. A ba calibration curve had not been mea-

sured. In fact, the transients in this probe are not re-

producible because of the closeness of the two

frequencies and the strong influence of the internal fil-

ters. With the probe tuned close to resonance
(300.12MHz) we measured meffð0Þ ¼ 1:73 kHz. It re-

quired Dm ¼ 4:5 kHz for optimum resolution, which we

found somewhat large. Changing the probe tuning to

300.3MHz reduced meffð0Þ to 1.09 kHz, which allowed

spectra to be taken at 2.8 kHz off resonance. Other than

a final adjustment of the RF amplitude, no other ad-

justments were made. The resulting PMLG9 spectrum

of glycine at 12 kHz MAS speed is shown in Fig. 15.
So far we have considered the linewidth at 6%

height. A more common measure of spectral resolution

is the full width at half height (FWHH). In the nuta-

tion spectrum it is about 3.5%, which is one-fifth of the

total width at 6% height. In the HMB spectra plotted
Fig. 15. PMLG9 spectrum of glycine obtained after the setup proce-

dure described in the text. RF amplitude inhomogeneity was 18%

across the sample volume. Spinning speed was 12 kHz. PMLG9 full

cycle time was 15.66ls. The spectra were obtained in 2D mode with

128 t1 increments of 93.96ls, equaling four LG cycles. No apodization

was applied in the indirect dimension. The spectrum is shown in sky-

line projection. It is affected by t1 noise possibly related to amplitude

fluctuations mentioned in the text.
in Figs. 10 and 13 the FWHH ranges from 0.12 to
0.36 kHz. While it follows the same trend as the width

at 6% height, its dependence on Dm and ba is less

pronounced because of the larger relative contribution

of the ‘natural’ FWHH. It implies that for frequency

offsets in the region where the width is at a minimum,

the inhomogeneity contribution to the FWHH is neg-

ligible. This appears to be the case for the offset-opti-

mized glycine spectrum of Fig. 15. Curve fitting to
Lorentzian lineshapes gives FWHH between 0.10 and

0.14 kHz, corresponding to 0.6 and 0.8 ppm (scaled) at

300MHz.
7. Experimental

The experiments were performed with a Chemagnet-
ics Infinity spectrometer operating at 300MHz for

protons. Its transmitter power amplifier is the Che-

magnetics CMA module having tunable and matchable

input and output resonant circuits with a Q-factor of

about 100. For the NMR measurements we used the

proton channel of a Varian/Chemagnetics HXY triple

resonance probe with 4mm ceramic magic-angle-spin-

ning rotors. The tuning curve of the probe as measured
with a Wavetek frequency sweeper and a directional

coupler is about 1MHz wide at the 3 db level, consistent

with a Q-factor of about 300 [41]. The sample used was

hexamethylbenzene (HMB). It was chosen because of its

relatively small dipolar broadening, its short T1 relaxa-

tion time of 0.3 s, and the simplicity of its single-reso-

nance proton spectrum.

The wire windings of the sample coil are equally
spaced over a length of 12mm. The sample volume in

the rotor was confined to a length of 6mm around the

center of the coil. A measurement of pulse flip angles of

a small liquid sample placed at various axial positions

revealed that the RF amplitude x1 as a function of the

position has a broad maximum x1max at the center of

the coil and drops to about 82% at a distance of �3 cm.

Over the full conventional sample volume of 12mm
length, the RF amplitude drops to 40% at the edges. The

x1 dependence on the axial position can roughly be

described by a parabola. It corresponds to an inhomo-

geneity distribution P ðx1Þ /
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1max � x1

p
between

0:82x1max and x1max, which has the same profile as the

NMR lineshape of an axially symmetric chemical-shift

tensor. Its average is 95% of x1max. The theoretical

nutation spectrum for this RF distribution is propor-
tional to x1P ðx1Þ, where the factor x1 is intended to

account for the varying detection efficiency across the

sample volume. A nutation spectrum resembling this

shape was indeed obtained experimentally (Fig. 10A).

The RF amplitude fluctuates by at least 1% over periods

of the order of minutes. Instability of the RF amplifier is

a possible source [43]. It is possible that this instability



Fig. 16. The pulse sequence used in this work. The 180� pulse is applied
before every second acquisition in concert with an alternating detection

phase to suppress probe background signals. Combined with CY-

CLOPS cycling of the read pulse (see text) the phase cycle has eight

steps. The PMLG phases are set prior to the pulses by a preset time of

0.2 ls.
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contributes the t1 noise in the spectra shown in the fig-

ures, particularly in the nutation spectrum (Fig. 10A).

The PMLGn experiments (Fig. 16) were executed in

2D mode. The 90��x excitation pulse prepares the

magnetization along y, which is perpendicular to the

effective vector-Hamiltonian in all encountered cases. A

zero-frequency signal due to spin locking is thereby

avoided. The 90�x detection pulse places the y-compo-
nent of the magnetization emerging from PMLG along

z. The phases of the read pulse and the detection are

CYCLOPS cycled to ensure that the y-component

emerging from PMLG is selectively detected. This

method yields cosine modulation of the signal as a

function of the evolution time, so that real FT of the

indirect dimension gives pure absorption spectra. To

avoid folding, the carrier frequency must be outside the
spectral range.
8. Conclusion

We proposed an explanation for the often-observed

asymmetric spectral resolution on opposite sides of

resonance in CRAMPS experiments for homonuclear
decoupling. The difference in the line broadening is

found to be caused by RF amplitude inhomogeneity in

the presence of antisymmetric phase transients of the

RF irradiation. Phase transients and chemical-shift off-

sets are similar in that they cause peak shifts in multiple-

pulse spectra. Both also lead to RF-inhomogeneity

broadening that is proportional to the shift they gener-

ate. However, they differ in that the broadening mech-
anisms associated with offset and phase-transients

counteract each other when the offset and the transients

are increased. This has the effect that for non-vanishing

transients a well-defined offset frequency exists at

which the inhomogeneity broadening is greatly re-

duced. Since the phase transients depend on the probe

tuning, the offset at which broadening is minimized can

be manipulated by the spectroscopist. A protocol for
setting up the spectrometer to achieve optimum con-

ditions is proposed. These results suggest that severe

sample volume restriction is not a necessity for im-

proved resolution.
The theory of the effects of offset, pulse transients,
and RF inhomogeneity on phase-modulated multiple-

pulse spectra is worked out in detail for PMLG.

Experimental verification is provided for PMLG9.

Theoretical and numeric evidence further indicate that

the pulse sequences FSLG, DUMBO-1, and BLEW-12

behave similarly. The theoretical arguments are based

on two basic assumptions concerning pulse transients.

One is that they are caused by linear RF distortions
generated by electronic components of the RF circuits.

The other is that transients approximated as d-function
pulses are additive when they coincide at phase shifts

during continuous irradiation. In this approximation

symmetric transients cannot exist. Deviations from this

model occur but measurements showed that they are

small. Moreover, the deviations depend on the details of

the pulse sequence. For instance, apparent symmetric
phase transients are detected mainly in association with

isolated pulses. Likewise, fine tuning the spectrometer

for vanishing transients with the use of a sequence of

isolated pulses does not guarantee their absence in

phase-modulated multiple-pulse schemes.
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Appendix A. Lack of synchronization between RF and

pulse shaping as a source of symmetric pulse transients

The thought experiment of two consecutive identical
RF pulses described in the first paragraph of Section 2

tacitly assumed that the timings of the leading and

falling edges of the ideal pulse envelopes were such that

they occurred at the same phase within an RF cycle. If

this is not so, there must be a minimum gap between two

pulses that are identical in all respects other than in the

time at which they begin, as is illustrated in Fig. 17.

Eliminating the gap would force the pulses to have dif-
ferent phases.

Mehring and Waugh [40] pointed out that transients

of a rectangular pulse distorted by an RLC circuit

contain components that depend on the phases within

the RF cycles at which a pulse begins and ends. These

components are in general not the inverse of each other

and thus create symmetric transients. Similarly, it is

evident from Fig. 17 that in a case where the beginning
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Fig. 17. The leading and trailing sections of two consecutive identical

rectangular RF pulses. (Top) The pulse envelopes. (Bottom) The RF

oscillation. The drawing demonstrates that when the pulses have the

same RF phase while their leading and trailing edges occur at different

phases within the RF cycle, there must be a minimum time delay

separating the pulses.
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and ending phases differ, the trailing transient of the first
pulse and the inverted leading transient of the second

pulse are not exactly identical. They differ by the re-

sponse originating from the omitted input RF signal in

the gap. It is, however, such a small effect that it can

safely be neglected, as has been demonstrated by Bar-

bara et al. [38]. Indeed, Mehring and Waugh’s [40] cal-

culations showed that its contribution to the transients

is about 4Q times smaller than the main antisymmetric
portion of the transients, Q being the Q-factor of the

RLC circuit.
Appendix B. Linear response theory applied to a contin-

uous phase ramp

The response signal RðtÞ of a linear system is related

to the input signal IðtÞ by the integral equation

RðtÞ ¼
Z 1

0

q t0
� �

I t
�
� t0

�
dt0; ðB:1Þ

where qðtÞ is the response function of the system. In the

case of the leading edge of a rectangular RF pulse we

have IðtÞ ¼ 0 for t < 0 and IðtÞ ¼ eix0t for t > 0. The

response is the RF irradiation experienced by the spins
in the sample coil. It can be written as

RðtÞ ¼ x1 1½ � hðtÞ�eix0t; ðB:2Þ
where hðtÞ is the leading-edge transient function con-

sisting of a real in-phase and an imaginary 90�-out-of-
phase component, like in the example of Fig. 1A. For

simplicity we omit an amplitude coefficient for IðtÞ and a

steady-state phase shift between IðtÞ and RðtÞ. The

transient function hðtÞ starts at hð0Þ ¼ 1 and decays to 0
with a decay time str. The integral of hðtÞ corresponds to
the first-order d-function transient pulses defined in this

paper,

x1

Z 1

0

hðtÞdt ¼ aa � iba: ðB:3Þ

Equating Eqs. (B.1) and (B.2) leads to the relation be-

tween hðtÞ and qðtÞ,
x1 1½ � hðtÞ� ¼
t

0

qðt0Þe�ix0t0 dt0 ðB:4Þ

and its derivative

qðtÞ ¼ �x1 e
ix0tðdh=dtÞ: ðB:5Þ

Let us now consider an input pulse at a frequency that

differs by an offset Dx from the frequency for which the

response function is defined, i.e.,

IðtÞ ¼ ei x0þDxð Þt: ðB:6Þ
After a transient period of duration str at the onset of

the pulse the following steady state is reached,

RðtÞ ¼
Z 1

0

q t0
� �

ei x0þDxð Þ t�t0ð Þ dt0: ðB:7Þ

Substitution of Eq. (B.5) gives

RðtÞ ¼ �x1 e
i x0þDxð Þt

Z 1

0

ðdh=dt0Þe�iDxt0 dt0; ðB:8Þ

which by partial integration leads to

RðtÞ ¼ x1 e
i x0þDxð Þt 1

8<
: � iDx

Z 1

0

hðt0Þe�iDxt0 dt0

9=
;: ðB:9Þ

In practical situations Dxstr is smaller than 2p (e.g.,

Dx=2p ¼ 100 kHz and str ¼ 0:3 ls give Dxstr=2p ¼
0:03). Therefore, e�iDxt0 under the integral of Eq. (B.9)

may in first approximation be replaced by 1, giving

a simple integration of hðt0Þ in Eq. (B.9). According to

Eq. (B.3) it can be replaced by the d-function flip angles,

ultimately yielding

RðtÞ ¼ ei x0þDxð Þt x1f � Dx iaað þ baÞg: ðB:10Þ
This shows that the conversion factor x1 describing the

steady-state response to input radiation at frequency x0

is modified to the expression in curly brackets when the
input frequency is shifted to x0 þ Dx. It further shows
how the modified conversion factor is related to the

transients of a rectangular pulse at x0: The antisym-

metric out-of-phase transients produce an RF compo-

nent that is in phase with the unmodified RF, while the

in-phase amplitude gradients produce an out-of-phase

component.

Applying this to the first half of an FSLG cycle in
continuous phase-ramp mode we note that the RF input

is equivalent to irradiation at an offset frequency DxLG,

which causes the RF amplitude to be reduced by an

amount equal to

Dxtr ¼ DxLGba: ðB:11Þ
This is exactly the same result as found for small num-

bers of finite phase increments, as can be seen in Eq. (8)

and as is illustrated in Figs. 7 and 8. Similarly, the

amplitude transients give rise to an out-of-phase RF

component equal to that found for finite phase incre-
ments. In the second half of the cycle, where DxLG has a
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negative sign, the amplitude is enhanced by the same
amount as given in Eq. (B.11).

The approximation made in this derivation is equiv-

alent to the first-order d-function approximation made

in the body of this paper. An appreciation of the ne-

glected contribution is obtained by replacing e�iDxt0

under the integral of Eq. (B.9) by 1� iDxt0 instead of by

1. It adds a real and an imaginary term to the expression

in the curly brackets of Eq. (B.10). The correction term
that is in phase with the unmodified RF (the real term)

originates in the in-phase part of hðtÞ. Thus in higher-

order corrections, the amplitude transients contribute to

ba. A similar derivation can be made for higher-order

contributions to the apparent ba associated with isolated

180� pulses or with the phase increments in PMLG. The

corrections depend on the details of the prevailing un-

distorted irradiation. It is the cause of discrepancies
between quantitative evaluations of antisymmetric

phase transients under different experimental condi-

tions. A primary example in this paper is the b0 cor-

rection to ba that was introduced in Eqs. (15) and (16) to

fit PMLG results to the theory.
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